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Experiment with ECMWF-EPS-LBC dataset and test of &
ensemble data assimilation system in an AROME-EPS
framework

The fast growing uncertainty of small scale atmesjghphenomena always gives a good motivation
for designing EPS on finer scale. In the worldraproving numerical models and computer resources,
convection-permitting EPS (based on non-hydrostaticlels with resolution ~2-3km) is expected to
become an affordable way (especially in limitedaamedeling) to represent uncertainties in the net-s
far-future. This expectation started to motivateQWRE-EPS research work inside LACE community,
too. At the time of being the work is still in piinar status, and questions of used global moadiels
perturbation methods are also opened.

The following document describes two tests conmedi® the two above-mentioned questions.
Technical aspects are developed in an AROME-ERSewaork and verification results are presented
over a two-weeks winter-period. The first test wlase with EPS-LBC sets with different resolution
provided by ECMWEF. The second test was done byavesion of AROME-EPS experimental set-
up, where an ensemble data assimilation (EDA) neodals implemented and switched-on.
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In the

following document the first two parts cawmegan introduction over framework and agreement

in connection with the exact tasks of my stay. Barfocuses on technical background information

about

my first task (ECMWF LBC test) and part 4resents results. Part 5. is about the EDA tuned

AROME-EPS, and part 6. is its pair with the resulart 7. repeats the main conclusions and
summarizes the connecter further plans how | seeeatmoment. Acknowledgment can be found in

part 8.

1.
At the

Generalities

beginning of my LACE stay in Vienna first \@greed in some important technical question:
The work was done on ECMWF's c2a machine.

The here-represented developments are based orelh sehipt system which was the
implementation of Francois Bouttier's system (Mé&téance).

The test were done over the operational HungarR@ME domain (320*500 gridpoint over
Carpathian Basin with 2.5km resolution). There Egger AROME domain planned to be used
in the future, which can cover more LACE countriest at this stage of work computer
resource efficiency was an important aspect.

SBU (measure of ECMWF's computer resource) wast$pmm two ECMWF's special project,
where Hungary is a participant: bigger part fropfrisout’ (supervised by Francois Bouttier),
minor part from 'spfrcoup’ (supervised by Alex Degka).

For better understanding of the results (in pahd 6) there are some notes about verification:

2.

The used verification system is a really simple,a®veloped and applied at Hungarian Met
Service. There was an agreement that in the fudomemon LACE verification package should
be used also for convection-permitting system.

Near-surface verification uses Metview and is baz@®YNOP observation data at Hungarian
SYNOP stations.

First part of high-atmospheric verification usesoaMetview and done against ECMWF's
analysis. Its main advantage that provides a latfofmation on this small domain as well. The
main disadvantage is that its resolution can effeetresults in a comparison.

Second part of high-atmospheric verification israpde shell script + FORTRAN routine which
verifies model data against radiosonde observations

AROME-EPS configuration on ECMWEF's computer

Basically in this AROME-EPS script system every moduces one member of an ensemble for one
case. It means, that if someone wants an N-day tlesigperiod with an M-member EPS, then N*M
jobs have to be launched. Originally AROME-EPS merslare the dynamical downscaling of PEARP
members, so jobs can be run independently. UsA&RIME-EPS contained 11 members which was
the downsclaing of the first 11 members of PEARP.

In every job there are several steps. Every jobkep a well-defined function and they have very
different LoadLeveler (ECMWF's job scheduler) sg. Scripts of the jobsteps are technically also
separated in different files.

The original configuration contained the followisteps with the captured functionality:



1. stget |It finds a free working directory, makes the cleaning and copies necessary
files (e.g clim files) there.

2. starp | As far this system is based on PEARP downscaling, there is a function which
rerun ARPEGE, if it is necessary and if global IC files are available.

3. stcpl €927 configuration for ARPEGE files. There is a possibility to use ALADIN
files and run ee927, as well. It can be useful if someone wants to use ALADIN
for the surface or limited area EPS (like LAEF) as a mother-model

4. stble |1t is a function just for a special case when we want to use local AROME
assimilation with downscaled PEARP perturbations.

5. staro 001 configuration.

6. stsav | Saving files.

Table 1.: Jobsteps in the basic AROME-EPS configuration

Every job has a special name which contains tHeviaig parts:
— Date and time

— Number

of member

— Experiment ID

The first two part is obvious and the third needsie explanation. ExpID is six character long, where

the first character is H and the following five cheter defines the following:

2nd character

AROME settings (e.g. SPPT active or not?)

3rd character

Global model to IC (e.g. PEARP or LAEF or HUNEPS)

4th character

Way of IC usage (e.g. simple downscaling or single AROME-DA centralized)

5th character

Global model to LBC (e.g. PEARP or LAEF or HUNEPS)

6th character

Way of LBC usage (e.g. it is possible to use control LBC for every member)

Table 2.: Experiment ID explanation

The most basic experiment is abbreviated as thewwlg: Hgabab, where in order: g — AROME set-
PT, a — PEARP as a global system @, b — kth AROME-EPS member uses kth
er as an IC; a — PEARP as a globalmystieLBCs; b — kth AROME-EPS member

up without SP
PEARP memb

uses kth PEARP member as a set of LBCs.

The name of the jobs are in special job-files whach created a simple script. This script has toube

to prepare ate

st period, and the following thihgge to be defined:

— First and last date

- Time of

the integrations

— Experiment ID
— Number of members in the system




Table 3. can help the better understanding of thegss which was detailed in this part.

Test Jobs Jobsteps
N day long test,
with M members
1st day, 1st member
and named with 4 1. stget
EXP-ID
6. stsav
1st day, Mth member 1. stget
6. stsav
2nd day, 1st member 1. stget
6. stsav
Nth day, Mth member 1. stget
6. stsav
Table 3.: Independently from the visualized test there @dd@ more tests as well. Jobs are also
totally indepent. Jobsteps has to follow each odlseomatically with different LoadLeveler settings.

3. Technical remarks about usage of ECMWF-EPS-LBCs
The previous part described very briefly the AROBES configuration which was available at the
beginning of my LACE stay. For testing the two sefsLBCs provided by ECMWF, some script
system modification was needed before jobstep AQKIE integration).
It has to be noted that ECMWF global model data matsstored on the conventional way, because of
disk-space efficiency. Only reduced grid files warehived in MARS instead of spherical harmonics,
which can be used in €927 ALADIN configuration. §kechnical problem motivated using GL, which
is a skillful tool developed by HIRLAM. GL is abte interpolate grid represented fields from gribdi
to FA files on a relatively fast and cheap way.
For the above-mentioned reasons two new jobsteps added to the original system. If ECMWEF-
LBCs are used, ARPEGE rerun is unnecessary of epumst technically every possible jobsteps
becomes active during the run of a job. The unrsaecggobsteps finally do not do anything. For bette
understanding Table 4. is the upgraded versiorabfeT1.
Another remark is about Ifi SURFEX files: While fase scheme of ECMWEF is really different, at
Hungarian Met Service the operational 'determiciggdROME (which uses also ECMWEF LBCs, but
there is no surface assimilation) interpolates AlKDanalysis for surface files. In ALADIN



assimilation suite CANARI is active.
The upgraded configuration added the following stepthe original system:

1. stget |Same than in Table 1.

2. stmars |It downloads necessary files from MARS in two steps. In first step it
downloads all the fields which are needed from a given timestep for a domain
which is smaller than the big reduced grid used for storage. With the following
MARS retrieve it downloads from the previous files the fields which are
necessary in an LBC file. This two step is necessary for example because
surface or orography data is not archived in MARS for every timestep but they
have to exist in every LBC file (e.g. land-sea mask is archived only in +Ohour
files in MARS, but have to be added to +17hour coupling file).

3. stgl For the output of the previous step GL can be run quite easily. Of course the
same climate file is used than in an €927 configuration. Initialization of non-
hydrostatic fields and changing of number of vertical levels also need some
attention at this part.

4. starp | This step becomes active and does noting, if we couple to ECMWEF.

5. stcpl €927 configuration for ARPEGE files. There is a possibility to use ALADIN
files and run ee927, as well. It can be useful if someone wants to use ALADIN
for the surface or limited area EPS (like LAEF) as a mother-model

stble |Same than in Table 1.

staro |Same than in Table 1.

stsav | Same than in Table 1.

Table 4.: Jobsteps in the upgraded AROME-EPS configuratibichvallows to use ECMWF-EPS+
LBCs

4. Verification results with ECMWF-LBCs
ECMWEF provided two sets of LBCs: one with the catr&PS resolution (T639~32km) and another
one with the current 'deterministic' resolution Z¥2~16km).
ECMWEF tests were available for three periods. Thealed winter-period26.12.2011-08.01.2012.
was chosen from them, because this one fits thietbeke topic of 'spfrcoup’ special project (seet p
1.).
Two runs per day0QUTC and12UTC) were available witl20+1 members.

In the figures which are showed in this part tHeeing naming conception is vaid:

ECHRcoup00 — Coupled tahigh-resolution LBC set started &0UTC (control + first 10 perturbed
members)

ECHRcoup12 — Coupled tdhigh-resolution LBC set started at2UTC (control + first 10 perturbed
members)

ECLRcoup00 — Coupled tdow-resolution LBC set started @dOUTC (control + first 10 perturbed
members)

ECLRcoup12 — Coupled tdow-resolution LBC set started at2UTC (control + first 10 perturbed
members)



ECLRcoup00m21 — Coupled tdow-resolution LBC set started adOUTC (control + 20 perturbed
members)

PEARPcoupl18 —Coupled toPEARP at 18UTC (~18km resolution over Hungary, control + first 10
perturbed members).

All the tests (even the PEARP downscaling) was daitbh SURFEX Ifi files downscaled from
ALADIN analysis.

The representation of the results are focusingheridllowing questions:

- What is the difference between AROME-EPS testslemup ECMWF-EPS with low or high
resolution? (high-atmosphere against ECMWF's ana)ys

- What has bigger impact on AROME-EPS: the resmutf the global model or the number of the
members? (high-atmosphere against ECMWF's analysis)

- How can PEARP and ECMWF-EPS based AROME-EPSsrperagainst each other? (high-
atmosphere against radiosonde observations)

Usually only two figures are shown for every quastia typical and an interesting one) but the
availability of lot more figures is also described.

Low-resolution vs. high-resolution coupling files

This is an easy comparison, because the positipaagmof HR-LBC files is obvious. Its scores are
better than LR-LBC coupled versions. The differemcdigger on higher-atmosphere, especially for
geopotential. The difference is smaller on low Is\and near-surface.

Continous Ranked Probability Score, var:RelativeHumidity, level:788hPa, location:DOH
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Fig. 1.: CRPS of relative humidity at 700hPa. Risswith HR-LBCs are slightly but significantly
better. This is valid for most of the figures frane same comparison.




Continous Ranked Probability Score, var:iGeopotential, level:588hPa, location:DOH
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Fig. 2.: CRPS of geopotential at 500 hPa. The adganof HR-LBCs are even bigger. While this i
verification against ECMWF analysis (which has shene resolution than HR-LBCs), probably ti
verification method serves also HR-LBCs more whgtoptic scales are described.
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Impact of increasing global model resolution vs. imact of increasing number of members
This comparison can not really decide which impastronger. In scores it is lead-time dependedt an
in high-atmosphere global model resolution looks@l, especially for geopotential.

Spread-5kill relationship, var:RelativeHumidity, level:788hPa, location:DOH
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Fig. 3.: Spread-skill relationship of relative hality at 700hPa. For most of the variables it idhar
say if doubling of members or doubling the resoltof global model has a bigger impact. 21
members could make the biggest SPREAD of coutgaysually high-resolution coupling can also
increase the SPREAD comparing with low-resolutiongding, especially in the second part of the
forecasting time. High-resolution coupling prodsitiee best RMSE, but at the end of the forechst, t
mean of 21 members has also better quality tham#ean of 11 members.




Spread-5kill relationship, var:Geopotential, level:588hPa, location:DOH

123 T T T T T T T
188 [ 1
88 5
68 5
40 -
rrnse of ECHRcoupBB —|—
spread of ECHRcoupfl ————
24 rise of ECLRcoupB8 —|— 7
spread of ECLRcoupdd ——
raze of ECLEcoupAfAn2l —|—
spread of ECLEcoupB@ndl ——
perfect nodel
B 1 1 1 1 1 1 1
a L 18 15 28 25 38 35

tine {in hours}

4a

Fig. 4.: Spread-skill relationship of geopotenitb00 hPa. While impact of resolution of the glo
model is big on geopotential fields, it is obvibat from this point of view the impact of global

model's quality outperforms the impact of numbemeimbers.
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ECMW-EPS coupled AROME-EPS vs. PEARP coupled AROME=PS
This is a hard comparison, mainly because of tvasogs:

— Systems do not start from the same time.

- ECMWEF analysis can not be used as independentidatxification at this comparison. This
reason motivated the usage of radiosonde datayhilg the domain is small, the size of the
sample for verification is quite limited. Becaudetos reason mainly near-surface scores are in
our focus.

Spread-Skill relationship, var:2nTemperature, level:Surface, locationzallstation
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Fig. 5.: Spreadkill relationship for 2meter temperature. Thigig/pical results: Hard to define whi
version is the better, they are really similar.Bataly in general PEARP coupled version has a bit
bigger RMSE but bigger SPREAD as well.




Spread-5kill relationship, war:i8mHindSpeed, level:Surface, location:allstation
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Fig. 6.: Spread-skill relationship of 10meter wapmked. Unfortunately a typical problem can be s
at the initial time of the PEARP coupled run. Ih@r clear what is the reason of this big error (f
BIAS see fig. 7.), because €927 is done on the saagehan in operational jobs of OMSZ.
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BIAS, wvar:l8nHindSpeed, level:Surface, location:allstation
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Fig. 7.: BIAS of 10meter wind speed. Annoying atrdisge overestimation at the beginning of
PEARP coupled version. However it can be seen ARQME always has a slight overestimatior
independently from the used global model.

For more verification results, see ECMWF's ecgb:
/home/ms/hu/hu7/AROME-EPS-LBCtestl

5. Designation of the AROME-EDA test suite

N



At the beginning of my stay it was decided that AREBEDA would be designed on the simplest
possible way. It meant that in the practice, that:

— For 10+1 AROME members belonged 10+1 data assiomnlat

— Only high-atmospheric 3DVAR was used,

— Only conventional data was used,

— Assimilation frequency was 3 hours,

— Cycle 36 was used,

— The whole system was coupled to PEARP.
The operational 'deterministic’ AROME-DA at OMSZimsaccordance with the last two criteria and
run in a similar platform than ECMWF's supercompus® mainly these scripts were moved and
implemented to c2a.
On the level of jobs implementation of EDA meandiad a lot of new jobsteps. These steps are related
to specific steps of data assimilation, or just edile manipulation.
In this EDA all the observations are perturbeddpresent the uncertainty of the analysis. Techical
perturbations are added after screening by anretprogram written by Andrea Storto (met.no). This
program reads observations and their error. Fothallobservations it generates a random number
which is from a gaussian distribution with O mead 4 variance. Then observation error is multiplied
by this random number and the result is addede@bservation itself.
Table 5. is the extended version of table 4. withrtew jobsteps which are used in the EDA.

stget |Same than in Table 4.

stmars |Same than in Table 4. Because of PEARP coupling, this jobstep does not do

anything.

3. stgl Same than in Table 4. Because of PEARP coupling, this jobstep does not do
anything.

4. starp |Same than in Table 4.

5. stcpl | Same than in Table 4.

6. stgob | This jobstep gets the observations. At the moment this data is uploaded to
ecfs from the Hungarian operational archive. For short cut-off analysis the
same observations are used in this AROME-EDA than in 'deterministic’
ALADIN was used.

7. stpob | This jobstep prepares the observations.

stcan | This jobstep is deserved to surface analysis. In the present configuration it
does not do anything.

9. stadd |While guess files does not contain some surface fields, they have to be added
from somewhere before the assimilation. Most of these fields are needed just
technically and are replaced at the beginning of the model integration from Ifi
fles. Some of them plays role at observation operator.
At the moment constant surface parameters (e.g. land-sea mask, orography)
are from climate files, and soil parameters (e.g. PROFTEMPERATURE) are
from the downscaled LBCs

10. |stscr |This jobstep runs screening.




11. |stperu |This jobstep runs the external program which is responsible for the
observation perturbations. The binary is from an ALADIN package created by
gmkpack. Gmkpack needed some trick and additional files to be enabled to
create this special binary.

12. |stmin |This jobstep runs minimalization.
13. |stble |Same than in Table 4.

14. |staro |Same than in Table 4. In case of long cut-off it is just a 3-hour long integration
which creates the guess. In case of short cut-off it has the normal time of a
production (here 36 hours).

15. |stsav |Same than in Table 4.
Table 5.: Jobsteps in the AROME-EPS where EDA is also impiated.

On the level of tests, AROME-EDA script system rexed lot of development. This is mainly because
of two new challenges:

— Jobs are not independent anymore. Any runs (dfiercold start) needs a high-atmospheric
guess file as an input. While ALADIN analysis isadable in every 6 hour and assimilation
frequency in EDA is 3 hours, for every second agatian surface guess files are also needed
from a previous run.

— Previously AROME was started from the same time rwhebal model was available. Of
course in a data assimilation suite there is a w&efl time 3 hours long forecast to create the
guess files. While global models do not run witattiiequency, LBCs have to be used in lagged
mode.

In accordance with the new challenges table asupgraded version of table 3., which visualites t
structure of a test. First there is a cold-startalbthe members, then long cut-off analysis aveedand
guesses are created. Finally in the time of pradnst short cut-off analysis are done and 36 hong|
model integrations are run.

Test Jobs Jobsteps

N day long test,

with M members

and named with
EXP-ID

1st run of the period which is a cold-start, 1st member 1. stget

15. stsav

1st run of the period which is a cold-start, Mth

member 1. stget
15. stsav

2nd run of the period with long cut-off analysis, 1st
member 1. stget




15. stsav
2nd run of the period with long cut-off analysis, Mth
member 1. stget
15. stsav
3rd run of the period with long cut-off analysis, 1st
member 1. stget
15. stsav
(N*8)th run of the period with long cut-off analysis, Mth
member 1. stget
15. stsav
1st run when production was needed, with short cut-off 1. staet
analysis, 1st member - Slge
15. stsav
Nth run when production was needed, with short cut-off 1. staet
analysis, Mth member - Slge
15. stsav
Table 6.: More test can be run still independently. Jolesrart independent and they have to follow
this order. Jobsteps also still has to follow eattter automatically with different LoadLeveler
settings.

Finally it is important to play attention to theestion of coupling files used in lagged mode. Tiveas
only one PEARP run (at 18UTC) used during AROME-Efests. At most of the AROME forecasts it
was obvious, that the closest PEARP forecast shoeildsed for coupling. However 18UTC run was
guestionable, because the Hungarian experiend¢baispperationally PEARP becomes available only
around OOUTC. After OOUTC if EDA is working, it de@ot make sense to start 18UTC run anymore,
so 18UTC AROME-EPS should be also coupled to thARFEfrom the previous day. However this
operational aspect made comparisons a bit difficbltcause reference AROME-EPS (simple
downscaling of PEARP) uses a 24-hours fresher globdel. This fact has to be kept in mind in part 6
as well.



There is also a 3-hour integration which uses louigoff analysis at 18UTC and produces guess for
21UTC. From operational point of view, if theretisie to wait for observations then there is time to
wait for coupling files, so this integration rungmO hour lagging.

Time of the run and the used cut-off type Laggeeeti Length of the integratian
00 UTC long cut-off 6 3
03 UTC long cut-off 9 3
06 UTC long cut-off 12 3
09 UTC long cut-off 15 3
12 UTC long cut-off 18 3
15 UTC long cut-off 21 3
18 UTC long cut-off 0 3
21 UTC long cut-off 3 3
00 UTC short cut-off 6 36
06 UTC short cut-off 12 36
12 UTC short cut-off 18 36
18 UTC short cut-off 24 36
Table 7.: The cut-off types of the different analysis, thgged time and the length of the different
possible forecasts. Two of the production timeshagalighted, because their results are represented
in part 6.




6. Verification results with AROME-EDA
For the test of AROME-EDA module a very similar iperwas chosen than for ECMWF-EPS-LBC
test. The reason was that these test should stzgss-comparable and this winter-period fits to
ECMWF's special project called 'spfrbout’. The emisle of data assimilation suites started on 24th of
December, 2011. There was just a relatively shoiri-gp time and the period of the forecasts was
26.12.2011-08.01.2012.
In the figures which are showed in this part thloWing naming conception is vaid (also see the
experiment ID conventions in part 2.):
PEARPcoup18 —Coupled toPEARP at 18UTC (simple downscaling, used as a reference). Suiface
downscaled from Hungarian ALADIN assimilation suite
Hgfffb18 — Started from aAROME-EDA IC at 18UTC and coupled to a 24-hour old PEARP
Hgfffb00 — Started from aAROME-EDA IC at 0OUTC and coupled to a 6-hour old PEARP

Near-surface comparison

First the near-surface scores are representedstrwdethe positive atmosphere of this document Thi
verification results suggest that AROME-EPS base@&DA ICs, has a much better quality in the first
3-12 hours (depends on the variable). EDA can predsome jumpiness in quality in terms of
problematic parameters (10meter wind speed andlitless).

10meter wind speed overestimation was referencsal ial part 4. and guessed, that there are some
problem with the interpolation of ARPEGE fields. Wever if ICs are not the simple downscaling of
ARPEGE this problem simple can be solved (but stitlabsolutely understood) (see fig. 8-9.).
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Fig. 8.: BIAS of 10meter wind speed. EDA ICs caspoadlecreas the extreme overestimation at in

time.
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Fig. 9.: CRPS of 10meter wind speed.

Cloudiness showed big underestimation at initiaktin case of simple downscaling. If an ensemble of
data assimilations is running, than it is easynitialize hydrometeors from fresh guesses and st ha
obviously a positive impact (see fig. 10-11.).



BIAS, var:iTotalCloudiness, level:Surface, locationiallstation
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Fig. 10.: BIAS of total cloudiness. AROME-EDA maglessible hydrometeor initialization which c
improve cloudiness at the early hours of the foseca
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Fig. 11.: CRPS of total cloudiness.

After this two problematic variables Spread-skélationship and CRPS of 2meter temperature and
relative humidity are represented. While resulteklosery promising it has to be noted that the
additional SPREAD of EDA at the initial time decsea quite fast at the beginning, especially in case
of RHU (see fig. 13.). It suggest that these pé#tions near the surface can not behave like '@fitim
ones.

The classical probabilistic way of thinking withngular vectors needs small IC perturbations which
evaluate fast with time. In our limited area mod®ar the surface, where the perturbations coming
from an EDA the behavior is very different from tideal and classical way. In my opinion it is not a
problem and improvement in scores at the first fasian important result. However it suggests that
EDA (likely even with different settings) has itmitation, and anyone who wants to improve forecast
skill up to 36 hours, has to think on other methaslisvell.



Spread-5kill relationship, var:2nTenperature, lewel:Surface, location:tallstation
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12.: Spread-skill relationship of 2meter tengpere

Spread=-5kill relationship, wvar:RelativeHunmidity, level:Surface, locationiallstation
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Spread-skill relationship of relative hdity




Continous Ranked Frobability Score, var:2mTemperature, level:Surface, locationiallstatim
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Fig. 14.: CRPS of 2meter temperature

Continous Ranked Frobability Score, war:RelativeHumidity, level:Surface, location:allstatio
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Fig. 15.: CRPS of relative humidity




High-atmospheric comparison

How it was written also in part 4., ECMWEF analy&snot always thought as the best reference in a
verification, especially if we are coupling to anet global model. It is also guessed that with
implementation of EDA there are more small scafermation in ICs, which can look like noise in a
lower resolution analysis. Because of the mentiomag$ons radiosonde observations were chosen to
verify against.

In that comparison results are not that good thahe previous one. SPREAD is usually increaset, bu
EDA not always has an obviously positive impact RMSE. It is important to keep in mind the
guestion of lagged time, which was detailed in garit is guessed that 18UTC forecasts from EDA
experiment have the disadvantage with the older 4.B@ figures it looks, that OOUTC version has
much better quality especially in higher atmosphetteere probably the impact of LBCs is bigger.

To confirm that 18UTC run quality problem is comifigm the long lagged time, it is planned to run a
verification on guess files with 3-hour frequenyhile at generation of these files from 18UTC to
18UTC always the same global run is used, a dialyck is expected.

Fig. 16-19 represent Spread-skill relationshiparfie widely used variables.
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Spread=-Skill relationship, wvar:Geopotential, lewel:588hPa, location:AROHE
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Fig. 16.: Spread-skill relationship of geopotenab00 hPa
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Spread=-5kill relationship, wvar:RelativeHumidity, level:78@hFa, location:AROHE
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Fig. 17.: Spread-skill relationship of relative hdity at 700 hPa




Spread=Skill relationship, var:Temperature, lewvel:858hFa, location:AROHE
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Fig. 18.: Spread-skill relationship of temperatat&50 hPa

Spread=Skill relationship, var:HindSpeed, lewel:925hFa, location:AROHE
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Fig. 19.: Spread-skill relationship of wind spe¢®25 hPa




For more verification results, see ECMWF's ecgb:
/home/ms/hu/hu7/AROME-EPS-EDAtest1 (different subctiories with nr.3)

7. Conclusion and motivation for further work
Part 4. represented results from ECMWF-LBC tests:
— The positive impact of the increasing resolutioobgll model was small but significant.
— ltis variable dependent, if doubling the resolataf the global model or doubling the ensemble
size has a bigger impact. Probably there are nmme on the resolution increasing size.
— The impact of ECMWF and ARPEGE LBCs are hardly caraple. Probably it looks that
there are a bit more problems with PEARP.
The results around the first two conclusion carphtel find an ideal way of ECMWFs EPS LBC
generation and usage method in the future.
The third conclusion can be also a motivation fRGME-EDA work, which can be based on PEARP
or ECMWF-EPS too. With AROME-EDA some dirty intetabon noise can be eliminated at initial
time and the method gives bigger flexibility to riarecasts from the same time, which makes tests
more comparable.

Parts 6. represented results from AROME-EDA tédtkile the impact of the method looked very
promising, it can not be interpreted as a finalobasion a work, but a motivation for even more work
There are ideas about what-to-do on different scedes.

Short-term plans:

— How it was mentioned in part 5. and 6., forecaatging time can play an important role. It is
planned to verify the guesses, to see somehovetfeist.

— AROME-EPS-EDA script system still contains a bugickihdoes not effect the results, but
computer efficiency: ARPEGE is rerun too many tinfd3EARP is chosen as a global model.

— The visualization of forecasts and some simple saseies can help to understand better the
importance of the described developments.

Medium-term plans:

— At the recent configuration every AROME-EPS menitd a pair from the EDA system. It is
planned to test, how can be used a 5+1 member EDAre perturbations are centralized and
this way their number is doubled. This is a methdtdch is also used at ECMWF and Météo
France.

— Earlier SPPT on this scale in 24-hour forecast ¢odt give too much effect on ensemble
guality. However it can be tested again how mucprawement it gives, if it is active also in
EDA and forecasts are longer (36 hours)

— Scaling of observation error is a sensitive questitarlier in 8km tests at OMSZ we found that
drastic increasing of rescaling factor can be neaBle. After the first result at 2.5km scale it
does not look crucial to increase initial SPREADrenobut we should keep in mind this
guestion.

— The represented results were evaluated from the eRfication system of OMSZ. This is a
system with many limitation (limited number of sesy no precipitation specific methods) and
there is no too much manpower to develop it. It lddae nice to start with common LACE EPS
verification package even on convection-permitSogle.

Long-term plans:
— It was mentioned in part 6., that EDA looks a uké&dol, but it has its limitation in time. On



global scale it is usually used in combination wather IC perturbation method (mainly
singular vectors) and model error representatid®P(l5 multi-physics). Of course limited area
short-term EPS gives different challenges, and gobbthe above-mentioned methods are not
really fitting to these challenges, but there isead to find way , how perturbations from EDA
and LBCs can be further improved.
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